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!  Collaborators 
•  Richard B. Sessions, Amaurys Avila Ibarra 

•  University of Bristol, Biochemistry 
•  Developers of the docking code BUDE 

•  James Price (port to OpenCL) 
•  University of Bristol, Computer Science 

•  Tsuyoshi Hamada, Felipe Cruz (GPUs) 
•  University of Nagasaki, Japan 
•  Winners of the 2009 Gordon Bell price/

performance prize 
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Molecular docking 
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!  Molecular docking 
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Proteins typically O(1,000) atoms 
Ligands typically O(100) atoms 



!  BUDE: Bristol University 
Docking Engine 

Typical docking  
scoring 
functions 
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1.  MD Tyka, AR Clarke, RB Sessions, J. Phys. Chem. B 110 17212-20 (2006) 

2.  MD Tyka, RB Sessions, AR Clarke, J. Phys. Chem. B 111 9571-80 (2007) 

3.  CJ Woods, FR Manby, AJ Mulholland, J. Chem. Phys. 128 014109 (2008) 5 



!  BUDE Acceleration with OpenCL 
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6  "Benchmarking energy efficiency, power costs and carbon emissions on heterogeneous systems", Simon McIntosh-Smith, Terry Wilson, 
Amaurys Avila Ibarra, Jon Crisp and Richard B.Sessions, The Computer Journal, September 12th 2011. DOI: 10.1093/comjnl/bxr091 



!  Why OpenCL? 
•  Open standard with fast growing support 

•  Evolving rapidly: C++, HSA, OpenCL 2.0, … 

•  Platform portability 
•  Have used dozens of different GPUs & CPUs 

•  Naturally supports heterogeneous systems 
•  Harness CPUs and GPUs simultaneously 
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!  Multiple levels of parallelism 
•  O(108) conformers from O(107) ligands 
•  O(105) poses per conformer (ligand) 
•  O(103) atoms per protein 
•  O(102) atoms per ligand (drug molecule) 

•  Conformers all independent 
•  Poses all independent, but there are 

benefits in grouping all poses of one 
conformer to one OpenCL device 

8 



!  Parallelism strategy 
•  Distribute ligands across nodes – 107-way 

parallelism 
•  All the poses of one conformer distributed 

across all the OpenCL devices in a node – 
103-way parallelism 

•  Each Work-Item (thread) performs an 
entire conformer-protein docking – 105 
atom-atom force calculations 
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Experimental results 
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!  Redocking into Xray Structure 

11 1CIL (Human carbonic anhydrase II) 



!  Another example 

12 1EZQ (Human Factor XA) 



!  The science is working well 
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53 Experimental results from the Ligand Binding Database 



Heterogeneous Systems 
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!  OpenCL for heterogeneous computing 

GPU 

CPU CPU 
A modern computer includes: 
– One or more CPUs 
– One or more GPUs 
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OpenCL (Open Compute Language) lets programmers 
write a single portable program that uses ALL 

resources in the heterogeneous platform 

GPU 



!  Kinds of Heterogeneous Systems 
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SuperMicro 4 GPU workstation 



!  Kinds of Heterogeneous Systems 

17 SuperMicro GPU servers – 2 GPUs in 1U 



!  Kinds of Heterogeneous Systems 

18 
HP SL390 – 2 CPUs, 8 GPUs in half width 4U 



!  Kinds of Heterogeneous Systems 

19 
Dell PowerEdge C410x – 16 GPUs in 4U 



!  Kinds of Heterogeneous Systems 
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AMD Llano Fusion APUs 



!  Kinds of Heterogeneous Systems 
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Intel Core2 Duo CPU P8600 @ 2.40GHz, 
NVIDIA GeForce 9400M integrated GPU, NVIDIA GeForce 9600M GT discrete GPU  



Benchmark results 
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!  BUDE’s heterogeneous approach 

Within a node: 
1.  Discover all OpenCL platforms/devices, 

including CPUs and GPUs 
2.  Run a micro benchmark on each device, 

actually a short piece of real work 
3.  Load balance using micro benchmark 

results 
4.  Re-run micro benchmark at regular 

intervals to adapt to load changes 
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!  BUDE’s heterogeneous approach 

Between nodes: 
1.  Partition entire ligand database (~160M) 

into subsets that will take a few minutes 
to process on one node 

2.  Distribute initial subsets across nodes 
3.  Work stealing scheduler to load balance 

across nodes of different performance 
4.  Time-outs trigger reallocation of MIA 

subsets to working nodes 
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!  Benchmarking methodology 
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•  Use the same power measurement 
equipment for all the systems under test 

•  Watts Up? Pro meter 
•  Measures complete system 

power ‘at the wall’ 
•  Run as fast as possible on all available 

resources (i.e. all cores or all GPUs 
simultaneously) 



!  Benchmark results 

26 



!  Performance results 
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!  Performance results 
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!  Performance results 
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Heterogeneous (CPUs+GPUs) 
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!  Relative energy and run-time 
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Measurements are for a constant amount of work. 
Energy measurements are “at the wall” and include 
any idle components. 

88% reduction in energy 
93% reduction in time 



What does this let us do? 
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!  Potentially save lives 
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New Delhi Metallo-beta-
lactamase-1 (NDM-1) is an 
enzyme that makes 
bacteria resistant to 
antibiotics, giving rise to 
“superbugs” 
 
 
http://news.discovery.com/
human/superbug-found-in-
japan.html 



!  NDM-1 as a docking target 
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NDM-1 protein made up of 939 atoms 



!  GPU-system DEGIMA 
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•  Used 222 GPUs in parallel for drug docking simulations 
•  ATI Radeon HD5870 (2.72 TFLOPS) & Intel i5-2500T 

•  ~600 TFLOPS single precision peak performance 
•  Courtesy of Tsuyoshi Hamada and Felipe Cruz, Nagasaki 



!  NDM-1 experiment 
•  7.65 million candidate drug molecules, 

21.8 conformers each à 166.7x106 
dockings 

•  4.168 x 1012 poses calculated 
•  ~98 hours actual wall-time 
•  Top 300 “hits” being analysed, down 

selecting to 10 compounds for further 
investigation in the lab 
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Future work 
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!  Future work 
•  Run on new, 372 GPU “Emerald” cluster 

•  HP SL390 system, Nvidia M2090s GPUs 
•  Also Gnodal fast Ethernet interconnect 

•  Further improve forcefield (underway) 
•  RMSD already under 2Å, down from >4Å 

•  Port to emerging, OpenCL systems 
•  E.g. ARM-based, Imagination, … 

•  Benchmark on Kepler, Graphics Core Next 
•  Explore fault tolerance within a node 
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!  Conclusions 
•  OpenCL enables truly heterogeneous computing, 

harnessing all hardware resources in a system 
•  GPUs can yield significant savings in energy costs 

(and equipment costs) as well as performance 
•  OpenCL can work well for multi-core CPUs as 

well as for GPUs 

For the first time we can screen libraries of millions 
of molecules against complex targets using highly 
accurate, computationally-expensive methods in 
hours using equipment costing O($100K) 
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