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Stolzmann, and Stewart W. Wilson, editors, Learning Classifier Systems. International Workshops, IWLCS
2003-2005, Revised Selected Papers, volume 4399 of LNCS, pages 80–92. Springer, 2007.

[39] Alwyn Barry. The Emergence of High Level Structure in Classifier Systems - A Proposal. Irish Journal of
Psychology, 14(3):480–498, 1993.

[40] Alwyn Barry. Hierarchy Formulation Within Classifiers System – A Review. In Goodman et al. [381], pages
195–211.

[41] Alwyn Barry. Aliasing in XCS and the Consecutive State Problem: 1 – Effects. In Banzhaf et al. [37], pages
19–26.

[42] Alwyn Barry. Aliasing in XCS and the Consecutive State Problem: 2 – Solutions. In Banzhaf et al. [37],
pages 27–34.

[43] Alwyn Barry. Specifying Action Persistence within XCS. In Whitely et al. [878], pages 50–57.

[44] Alwyn Barry. XCS Performance and Population Structure within Multiple-Step Environments. PhD thesis,
Queens University Belfast, 2000.

[45] Alwyn Barry. Limits in long path learning with XCS. In E. Cantú-Paz, J. A. Foster, K. Deb, D. Davis,
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[55] E. Bernadó, X., Llorà, and J.M. Garrell. XCS and GALE: a Comparative Study of Two Learning Classifier
Systems with Six Other Learning Algorithms on Classification Tasks. In Proceedings of the 4th International
Workshop on Learning Classifier Systems (IWLCS-2001), pages 337–341, 2001. Short version published in
Genetic and Evolutionary Compution Conference (GECCO2001).
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Kovacs, Xavier LLòra, Keiki Takadama, Pier Luca Lanzi, Wolfgang Stolzmann, and Stewart W. Wilson,
editors, Learning Classifier Systems. International Workshops, IWLCS 2003-2005, Revised Selected Papers,
volume 4399 of LNCS, pages 104–114. Springer, 2007.

[147] Martin V. Butz, David E. Goldberg, and Wolfgang Stolzmann. Introducing a Genetic Generalization
Pressure to the Anticipatory Classifier System – Part 1: Theoretical Approach. In Whitely et al. [878],
pages 34–41. Also Technical Report 2000005 of the Illinois Genetic Algorithms Laboratory.

[148] Martin V. Butz, David E. Goldberg, and Wolfgang Stolzmann. Introducing a Genetic Generalization
Pressure to the Anticipatory Classifier System – Part 2: Performance Analysis. In Whitely et al. [878],
pages 42–49. Also Technical Report 2000006 of the Illinois Genetic Algorithms Laboratory.

[149] Martin V. Butz, David E. Goldberg, and Wolfgang Stolzmann. Investigating Generalization in the Antic-
ipatory Classifier System. In Proceedings of Parallel Problem Solving from Nature (PPSN VI), 2000. Also
technical report 2000014 of the Illinois Genetic Algorithms Laboratory.

[150] Martin V. Butz, David E. Goldberg, and Wolfgang Stolzmann. Probability-enhanced predictions in the
anticipatory classifier system. In Proceedings of the International Workshop on Learning Classifier Systems
(IWLCS-2000), in the Joint Workshops of SAB 2000 and PPSN 2000 [4]. Extended abstract.

8



[151] Martin V. Butz, Tim Kovacs, Pier Luca Lanzi, and Stewart W. Wilson. How XCS Evolves Accurate
Classifiers. In Lee Spector, Erik D. Goodman, Annie Wu, W. B. Langdon, Hans-Michael Voigt, Mitsuo Gen,
Sandip Sen, Marco Dorigo, Shahram Pezeshk, Max H Garzon, and Edmund Burke, editors, GECCO-2001:
Proceedings of the Genetic and Evolutionary Computation Conference, pages 927–934. Morgan Kaufmann,
2001.
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http://www.iop.org/Books/Catalogue/.

[767] Robert E. Smith and H. Brown Cribbs. Is a Learning Classifier System a Type of Neural Network? Evolu-
tionary Computation, 2(1):19–36, 1994.

[768] Robert E. Smith, B. A. Dike, R. K. Mehra, B. Ravichandran, and A. El-Fallah. Classifier Systems in
Combat: Two-sided Learning of Maneuvers for Advanced Fighter Aircraft. Computer Methods in Applied
Mechanics and Engineering, 186(2–4):421–437, 2000.

[769] Robert E. Smith, B. A. Dike, B. Ravichandran, A. El-Fallah, and R. K. Mehra. The Fighter Aircraft LCS:
A Case of Different LCS Goals and Techniques. In Wu [923], pages 282–289.

[770] Robert E. Smith, B. A. Dike, B. Ravichandran, A. El-Fallah, and R. K. Mehra. The Fighter Aircraft LCS:
A Case of Different LCS Goals and Techniques. In Lanzi et al. [560], pages 283–300.

[771] Robert E. Smith and Bruce A. Dike. An application of genetic algorithms to air combat maneuvering. In
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