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1 Motivation and Background

1.1 Weka

The Waikato Environment for Knowledge Analysis (Weka) is a workbench
that unifies machine learnings techniques with easy access [4]. It was created
to unify the various learning algorithms which were spread out on a variety
of platforms and data formats. Now Weka uses a unique data format which
is called Attribute-Relation File Format (ARFF). The ARFF is an ASCII
text file which contains the list of attributes, its types (such as integer or
double) and the set of instances. [7] This set of instances is what defines the
data set. Exploring Weka more deeply, useful tools such as class distribution
can be found. Not only Weka provides a variety of learning algorithms, but
also is an Open-Source Software which offers researchers to implement new
machine learning schemes. The following work (Threshold Selector - Weka)
was founded on Weka’s idea of implementing new learning algorithms using
the tools that WEKA offers. The specific tool used was the metaclassifier
called ”Threshold Selector”.

1.2 ROC analysis

Receiver Operating Characteristic (ROC) analysis investigates the relation-
ship between the true positive rate (tpr) and the false positive rate (fpr) of
a binary classification. [2] The figure 1 shows a confusion matrix, which is a
machine learning tool that allows researchers to visualize algorithm’s perfor-
mance. Analysing this matrix, the relation can be seen between P (Actual)
and P’ (Predicted) is called True Positive (TP), in other words this is the
quantity of instances which was correctly classified as positives. At the same
time, the relation between N (Actual) and P’ (Predicted) is called False Pos-
itive (FP), which is the quantity of instances which was incorrectly classified
as positives. On ROC analysis we use these both numbers (TP and FP)
but as a rate, so the ROC curve is more uniformly distributed, being the
rate between 0 and 1. Mathematically speaking, the true positive rate can
be acquired by making: tpr = TP

numberofinstances
. Continuing the same line of

thinking: fpr = FP
numberofinstances

. Still on figure 1, it can be noted that the

False Negative (FN), which is the number of instances incorrectly classified
as negative, and the True Negative (TN), which is the number of instances
correctly classified as negative. Another method to measure the performance
that Weka offers is the Mean Absolute Error (MAE). The Mean Absolute Er-
ror is used to measure how close the predictions made by the classifier are to
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the eventual outcomes. From the confusion matrix, a variety of measures can
be calculated, such as Precision, Recall and Fmeasure. Precision, being one of
them, can be defined as TP

TP+FP
. Another useful measure is Recall, which can

be defined as TP
TP+FN

. Fmeasure can be defined as the harmonic mean of pre-

cision and recall, mathematically speaking: Fmeasure = 2 ∗ Precision∗Recall
Precision+Recall

.
[8]

Figure 1: Confusion Matrix [1]

1.3 ROC curve

The ROC curve (figure 2) is the most powerful tool on ROC analysis. It
plots, conventionally, the true positive rate against the false positive rate. [2]
Each operating point along the curve has its particular score. The list of
scores is given by the classifier after the classification of the instances. Each
score displays a different performance of the algorithm, meaning that each
score has its own confusion matrix. As the main goal of the ROC curve
is to maximize the performance of the algorithm, by convenience, the score
can be used as a threshold. Different thresholds are displayed along the
ROC curve, starting with the highest threshold and finishing with the lowest.
The lowest threshold gives the highest proportion of predicted positives on
the classification. At the same time, the highest threshold gives the lowest
proportion of predicted positives.

1.4 Threshold Selector

The Threshold Selector is a metaclassifier, offered by Weka, which uses the
ROC curve to select the best threshold based on the performance. [3] The
threshold is selected accordingly to the measure chosen by the user or the
default measure (which is the Fmeasure). Therefore, the threshold chosen
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Figure 2: Example of a ROC curve generated by Weka

by the Threshold Selector will be the one which shows the best performance
on the desired measure. On this work, this metaclassifier was upgraded
to have more four measures: Score driven, Rate driven, Score uniform and
Rate uniform. [5]All of these four new measures were based on the score
represented on the ROC curve.
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2 Solutions

Knowing that the Scores given by the classifier are between 0 and 1 and that
the Rate is the uniformly distributed Scores, we have that π is the probability
of the instance being positive. The probability π is calculated by following
formula: α+

α++α− , being α+ the total number of positive instances and α− the
total number of negative instances.

2.1 Score Driven

Score Driven uses the π as a measure to set the Threshold. It assumes
that the model is calibrated and that the π is the proportion of positives
instances. Knowing that the relation between the threshold and the propor-
tion of predicted positives is inversely proportional then we can deduct that
the Threshold (T) is T = 1− π, as we want a lower threshold for a higher π.

2.2 Rate Driven

Rate Driven first transforms the list of the score to a list of the score uni-
formly distributed, which is called rate. As the list of the scores is taken from
the ROC curve, the list is on descending order (from one to zero). When
making it uniformly distributed, the list changes to ascending order (from
zero to one). This was mentioned because we now change the Threshold
selection from T = 1 − π (as in Score Driven) to T = π. This threshold is
still not the final one. We still have to find the threshold which this rate
refers to in the score list (as we were looking before only to the rate list). To
find the score which T refers to, we simply do this:
Assuming:
Score (S): 0 ≤ S1 ≤ S2 ≤ ... ≤ Sn ≤ 1
Rate (R): 0 = R1 ≤ R2 ≤ ... ≤ Rn = 1 - uniformly distribuited

Then:
if exists i such that R[i]=T then
Threshold = S[i]
else if exists i such that ((R[i] < T) & (R[i+1] > T)) then
Threshold = ((S[i] + S[i+1])/2);

2.3 Score Uniform

Score Uniform uses the score of each instance as the probability of that
instance being classified as positive or negative. To classify it, the Score
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Uniform generates a random number and compares it with this probability.
In other words, the instance is classified as positive with the probability p,
given by the score and it is classified as negative with probability 1 − p.

2.4 Rate Uniform

Rate Uniform uses the rate of each instance as the probability p of that
instance being classified as positive or negative. By generating a random
number, this measure is able to compare this random number with the rate
on that instance and classify the instance as positive with probability p and
classify it as negative with probability 1 − p.
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3 Histogram

For further analysis of this work, Score Uniform measure was taken for testing
purposes (as it is a good example of testing using random numbers). It is
good to mention that the Mean Absolute Error (MAE) is unique for each
classifier on the dataset. Using the number given by the Mean Absolute
Error we can calculate the Expected Incorrectly Classified (EIC) on each
data set by making: EIC = MAE ∗numberofinstances. So, a good way to
test the Score Uniform is to run it a thousand times using different datasets
and different classifiers. With this result, we can generate a histogram of
Incorrectly Classified (IE) instances, defined by: IE = FP+FN . To analyse
the histogram, we should see if the Expected Incorrectly Classified is located
on the area with the most concentration of quantity of Incorrectly Classified
on the histogram (figure 3).

Figure 3: Ideal Histogram which the center (the top of the curve) is the
Expected Incorrectly Classified

This part is now divided in 3 different subsection, one for each classifier
using the same dataset.
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3.1 Naive Bayes

The Naive Bayes classifier is a probabilist classifier which assumes that
the predictive attributes are conditionally independent given the class [6].
Knowing that the Mean Absolute Error of Naive Bayes on this data set
is 0.2810963547, we could calculate the Expected Incorrectly Classified as:
215.8820004. Analysing the Histogram (figure 4) we that area with a higher
concentration of Incorrectly Classified instances is between 211 and 216, in-
terval which includes this Expected Incorrectly Classified.

Figure 4: Histogram using Naive Bayes

3.2 J48 (Decision Tree)

Decision tree is a classifier expressed as a recursive partition of the instance
space forming a model, which in Machine Learning is called tree. [9] Having
calculated the Expected Incorrectly Classified as 183.0201055 the histogram
can be analysed (figure 5). Looking at the area with a higher concentration of
Incorrectly Classified instances, the interval of the ideal Incorrectly Classified
is between 181 and 185.

3.3 ZeroR

ZeroR is the simplest classification method which classifies all the instances
as the target class, which can be either positive or negative (remember that,
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Figure 5: Histogram using Decision Tree

on this case, we are only assuming binary classification). Although there is no
predictability power in ZeroR, we will use it for determining the performance
of this method as the Histogram should look closer to the ideal one as well.
In fact on this case the Expected Incorrectly Classifed (which is 349.0493506)
is located on the area with a higher concentration of Incorrectly Classified
instances on the histogram (figure 6), which is between 345 and 353.
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Figure 6: Histogram using ZeroR
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4 Experimental Results

The 5 figures on the First Appendix represent 5 tables of the Experimental
Results. Each table represents the results of one classifier in 22 different
dataset. For analysis, the Mean Absolute Error, the Average Error and
the Standard Deviation of the each classifier are shown for each dataset.
Analysing the table, some number can be found as rather strange. For ex-
ample, some zeros can be noted as the value of Average Error and Standard
Deviation. Another strange variation of the numbers that can be noted is
some high Standard Deviation that appears (0.12 can be already considered
as a high Standard Deviation). These strange variations occur when the
dataset is very small. For example, the dataset named weather on the table
has only 14 instances.
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A First Appendix

Figure 7: Table of Experimental Results using Naive Bayes
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Figure 8: Table of Experimental Results using J48
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Figure 9: Table of Experimental Results using ZeroR
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Figure 10: Table of Experimental Results using Logistic
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Figure 11: Table of Experimental Results using Decision Table
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[5] José Hernández-Orallo, Peter Flach, and Cesar Ferri. A unified view of
performance metrics: translating threshold choice into expected classifi-
cation loss. Journal of Machine Learning Research, 13:2813–2869, 2012.

[6] George John and Pat Langley. Estimating Continuous Distributions in
Bayesian Classifiers. Morgan Kaufmann, 1995.

[7] The University of Waikato. Weka.

[8] DMW Powers. Evaluation: From precision , recall and f-measure to roc.,
informedness, markedness &. Journal of Machine, 2(1):37–63, 2011.

[9] Lior Rokach and Oded Maimon. Top-down induction of decision trees
classifiers-a survey. Systems, Man, and Cybernetics, Part C: Applications
and Reviews, IEEE Transactions on, 35(4):476–487, 2005.

17


