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Machine Learning saves Computer Vision 



Overview 
l  What is computer vision? 
l  Early attempts 
l  The need for machine learning 
l  Success Stories 

l  Viola&Jones Face Detector 
l  Pictorial Structures 
l  Background Subtraction 

l  Have we been saved?? 
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What is computer vision? 
l  A digital image is just a bunch of samples (pixels) and quantised 

values (colour) 
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What is computer vision? 
l  Can we make computer understand 

l  images? [photos, medical, ...] 
l  videos? [tv broadcast, youtube, …] 

l  Looks easy... but... ! 
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What is computer vision? 
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Computer Vision 
l  Early computer vision methods tried to model the world, 

without using training data  

(RBC – Recognition by Components) 

Biederman, I. (1987) Recognition-by-components: a theory of human image understanding. 
Psychol Rev. 1987;94(2):115-47. 
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Computer Vision 
l  Early computer vision methods tried to model the world, 

without using training data  

(curves) 

A. Guzman (1971). Analysis of curved line drawings using context and global information. 
Machine Intelligence 6 
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Computer Vision 
l  Early computer vision methods tried to model the world, 

without using training data  

(Part-Based Models) 

Fischler, M.A.; Elschlager, R.A. (1973). "The Representation and Matching of Pictorial 
Structures". IEEE Transactions on Computers: 67. 
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What is Machine Learning? 9 

�  Algorithms for learning from data 
�  In 1959, Arthur Samuel defined machine learning as a "Field 

of study that gives computers the ability to learn without 
being explicitly programmed" [Wiki] 



The need for machine learning 
l  Vision can be formulated as a learning problem 
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The need for machine learning 
l  Methods that use training data quickly outperformed modelling 

approaches (1990+). 
l  Machine learning is now a core part of computer vision. 
l  Nearly every machine learning algorithm has been used in one 

way or another in computer vision. 
l  Visual data (images and videos) is a new source for machine 

learning scientists. 
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Success Stories 
Several success stories have paved the way: 

1.  Viola & Jones Face Detector (2001) 

2.  Pictorial Structures (2001) 
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Success Stories 
l  Face Detection – the Viola & Jones Face Detector 
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Success Stories 
l  Face Detection – the Viola & Jones Face Detector 
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Success Stories 
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Case I: Viola & Jones Face Detector 

Paul Viola 
MIT (1996-2000) 
MERL (2001-2002) 
Microsoft (2002 - now) 

Michael Jones 
Compaq (-2000) 
MERL (2001-now) 
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Case I: Viola & Jones Face Detector 
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Case I: Viola & Jones Face Detector 

Haar wavelets and Integral Images 
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Case I: Viola & Jones Face Detector 
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Case I: Viola & Jones Face Detector 

Training Data + 10,000 negative examples were selected by randomly 
picking sub-windows from 9500 images which did not contain faces 
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Case I: Viola & Jones Face Detector 

�  AdaBoost Classification – a method for supervised learning 
�  Weak classifiers: classifiers that perform slightly better than 

chance. (error < 0.5) 
�  Boosting is an iterative algorithm that repeatedly constructs a 

hypothesis aimed at correcting mistakes of the previous 
hypothesis 

�  Strong classifier: has an error rate ε 
�  Introduced by Freund & Shapire (1995) 
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Case I: Viola & Jones Face Detector 
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Case I: Viola & Jones Face Detector 
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Case I: Viola & Jones Face Detector 
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Case I: Viola & Jones Face Detector 
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Case I: Viola & Jones Face Detector 
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Case I: Viola & Jones Face Detector 

Boost Classification 
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Case I: Viola & Jones Face Detector 

Boost Classification 
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Case I: Viola & Jones Face Detector 

Boost Classification 
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Case I: Viola & Jones Face Detector 

AdaBoost Classification 
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Case I: Viola & Jones Face Detector 

Boost Classification 
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Case I: Viola & Jones Face Detector 

Boost Classification 
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Case I: Viola & Jones Face Detector 

Boost Classification 
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Case I: Viola & Jones Face Detector 

Boost Classification 
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Case I: Viola & Jones Face Detector 

Cascade of classifiers 
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Case I: Viola & Jones Face Detector 

Cascade of classifiers 
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Case I: Viola & Jones Face Detector 

Cascade of classifiers 
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Case I: Viola & Jones Face Detector 

Cascade of classifiers 
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Case I: Viola & Jones Face Detector 

Cascade of classifiers 
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Case I: Viola & Jones Face Detector 

Cascade of classifiers 
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Case I: Viola Jones Face Detector 
�  The processing time of a 384 by 288 pixel image on a 

conventional personal computer (back in 2001) about 
0.067 seconds. 

�  Free implementation of it available as part of OpenCV 
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Success Stories 
Pictorial Structures...  

Pedro Felzenszwalb 
MIT (1999-2003) 
Cornell University 
Chicago University 
Brown University (2011-now) 

Daniel Huttenlocher 
Cornell University 
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Case II: Pictorial Structures 
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Case II: Pictorial Structures 
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Case II: Pictorial Structures 
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Case II: Pictorial Structures 
Parts can also be learnt from training data! 
A complete framework for learning and detection of 

discriminative part-based models was proposed... 

Histogram of Gradients (HoG) features 
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Case II: Pictorial Structures 
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Case II: Pictorial Structures 
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Case II: Pictorial Structures 

root filter part-based filters deformable model 
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Case II: Pictorial Structures 
Machine learning methods are needed for training 
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The need for machine learning 
l  The PASCAL challenge 
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PASCAL (2006) 
- 5,304 images 
- 9,507 objects 



The need for machine learning 

Pascal 2006 – Car category 
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The need for machine learning 

l  10,000,000 labeled images depicting 10,000+ object 
categories 
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The need for machine learning 
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Have we been saved? 
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But… 
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Conclusion 
Vision problems have been increasingly solved using statistical 

inference 
Training data and standardised datasets are a common practice in 

computer vision 
But... might not work in unforseen situations 
… Different results for different datasts 
… Computational complexity is still a bottleneck for real-time 

performance 
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