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build a sorted array containing the $x$-coordinates

$$
\text { in } O(n \log n) \text { preprocessing (prep.) time }
$$
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| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
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build a sorted array containing the $x$-coordinates

> in $O(n \log n)$ preprocessing (prep.) time $\quad$ and $O(n)$ space
to perform lookup $\left(x_{1}, x_{2}\right) \ldots$
find the successor of $x_{1}$ by binary search and then 'walk' right

lookups take $O(\log n+k)$ time ( $k$ is the number of points reported) this is called being 'output sensitive'
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(in a tie, pick the left)

We can store the tree in $O(n)$ space (it has one node per point) It has $O(\log n)$ depth and can be built in $O(n \log n)$ time $\quad(O(n)$ time if the points are sorted)
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how do we do a lookup?


Step 1: find the successor of $x_{1}$ in $O(\log n)$ time
Step 2: find the predecessor of $x_{2}$ in $O(\log n)$ time
which points in the tree should we output?
those in the $O(\log n)$ selected subtrees on the path
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because the 1D lookups are disjoint

$$
O\left(\log ^{2} n+k\right)
$$

The paths have length $O(\log n)$
So steps 1. and 2. take $O(\log n)$ time As for step 3,

We do $O(\log n) 1$ D lookups....
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containing the points in its subtree
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(this gives us a 1D range data structure)

look at any level in the tree
i.e. all nodes at the same distance from the root
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the total space used is $O(n \log n)$

Preprocessing time

How much prep time does our 2D range structure take?
the original (1D) structure used $O(n \log n)$ prep time... but we added some stuff

How long does it take to build the arrays at the nodes?


## Preprocessing time

How much prep time does our 2D range structure take?
the original (1D) structure used $O(n \log n)$ prep time... but we added some stuff

How long does it take to build the arrays at the nodes?


## Preprocessing time

How much prep time does our 2D range structure take?
the original (1D) structure used $O(n \log n)$ prep time...
but we added some stuff

How long does it take to build the arrays at the nodes?

$\square$
as

$\square$ are already sorted, merging them takes $O(\ell)$ time

Therefore the total time is $O(n \log n)$

## 2D range searching

- A 2D range searching data structure stores $n$ distinct $(x, y)$-pairs and supports:
the lookup $\left(x_{1}, x_{2}, y_{1}, y_{2}\right)$ operation
which returns every point in the rectangle $\left[x_{1}: x_{2}\right] \times\left[y_{1}: y_{2}\right]$
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This sums to...

$$
O(\log n+k)
$$
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