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## Introduction
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all possible keys

Let $n$ be an upper bound on the number of keys that will ever be in $S$
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$$
\text { letting } r=m /(n e) \text { where } e=2.7813 \ldots
$$

If we plug this in we get that,
the probability of failure, is at most $\quad\left(\frac{1}{e}\right)^{\frac{m}{n e}} \approx(0.69)^{\frac{m}{n}}$

In particular to achieve a 1\% failure probability,

$$
\text { we can set } m \approx 12.52 n \text { bits }
$$

neither the space nor the failure probability depend on $|U|$
if we wanted a better probability, we could use more space

This is much better than the 100 n bits we needed with a single hash function to achieve the same probability

## Bloom filter summary

A Bloom filter is a randomised data structure for storing a set $S$
which supports two operations, each in $O(1)$ time

The Insert $(k)$ operation inserts the key $k$ from $U$ into $S$
(it never does this incorrectly)
In a bloom filter, the $\operatorname{Member}(k)$ operation

$$
\text { always returns 'yes' if } k \in S
$$

however, if $k$ is not in $S$
there is a small chance, $\epsilon$, that it will still say 'yes'

We have seen that if $\epsilon=0.01(1 \%)$ the the space used is $m \approx 12.52 n$ bits when storing up to $n$ keys

By impoving the analysis, one can show that only $\approx 1.44 \log _{2}(1 / \epsilon)$ bits are needed $(\approx 9.57 n$ bits when $\epsilon=0.01)$
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3. Let $h_{i}$ be defined by $h_{i}(k)=1+((a k+b) \bmod p) \bmod m$.

Some number theory can be used to prove that this set of hash functions is "pseudorandom" in some sense; however, technically they are not "random enough" for our analysis above to go through.

Nevertheless, in practice hash functions like this are very effective.

## Bloom filter summary

A Bloom filter is a randomised data structure for storing a set $S$
which supports two operations, each in $O(1)$ time
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