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1. Precision-Recall analysis and F-scores require proper treatment of 
their harmonic scale — arithmetic averages or linear expectations of 
F-scores etc are incoherent.   

2. Precision-Recall-Gain curves properly linearise the quantities involved 
and their area is meaningful as an aggregate performance score.   

3. These things matter in practice as AUPR can easily favour worse-
performing models, unlike AUPRG.  

4. Using PRG curves we can identify all F β-optimal thresholds for any β 
in a single calibration procedure. 
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1. Introduction and Motivation

Properties of ROC curves II
Optimality: a point D dominates another point E if D’s tpr and fpr are not

worse than E’s and at least one of them is strictly better. The set of
non-dominated points – the Pareto front – establishes the set of classifiers
or thresholds that are optimal under some trade-off between the classes.
Due to linearity any interpolation between non-dominated points is both
achievable and non-dominated, giving rise to the convex hull (ROCCH).

Area: the proportion of the unit square which falls under an ROC curve
(AUROC) estimates the probability that a randomly chosen positive is
ranked higher by the model than a randomly chosen negative .
There is a linear relationship between AUROC =

R1
0 tpr d fpr and the

expected accuracy acc =ºtpr+ (1°º)(1° fpr) averaged over all possible
predicted positive rates rate =ºtpr+ (1°º)fpr:

E [acc] =
Z1

0
acc d rate =º(1°º)(2AUROC °1)+1/2

For uniform class distributions this reduces to E [acc] = AUROC/2+1/4.
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3. Precision-Recall-Gain Curves 3.3 Area

Area

Define AUPRG =
R1

0 precG d recG and ¢= recG/º°precG/(1°º). Hence,
°y0/(1°º) ∑¢∑ 1/º, where y0 denotes the precision gain at the operating
point where recall gain is zero.

Theorem

Let the operating points of a model with area under the Precision-Recall-Gain

curve AUPRG be chosen such that ¢ is uniformly distributed within

[°y0/(1°º),1/º]. Then the expected FG1 score is equal to

E [FG1] = AUPRG/2+1/4°º(1° y0
2)/4

1°º(1° y0)
(4)

In the special case where y0 = 1 the expected FG1 score is AUPRG/2+1/4.
The expected reciprocal F1 score can be calculated from the relationship
E [1/F1] = (1° (1°º)E [FG1])/º which follows from the definition of FGØ.
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Corollary. For balanced classes º= 1/2 and hence

E [acc] = AUC/2+1/4.

cROC = 1

1+ 1°º
º

1
slopeROC

cPRG = 1
1° slopePRG
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